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1. Motivation

Why we discuss the specialty in patent information
extraction?
About 3 years ago, with the support of NSFC (Natural Science

Foundation of China), we began the research of patent information
extraction




1. Motivation

Why we discuss the specialty in patent information

extraction?

» built a patent labeled dataset pertaining to hard disk drive,
namely TFH-2020 [1], which is provided for free download from

https://github.com/awesome-patent-mining/TFH_Annotated Dataset
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The ULCP are orthogonal to the side ends.
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The ULCP extend from a firstinsulating layer by downward steps toa  top  of a second insulating layer which is widened at  ends  of the firstinsulating layer
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Eachofthe LLCP  isformed on a third insulating layer and has a straight region extending in the same direction as the upper layer coil pieces and a curved region cunve

[1] Chen, L., Xu, S., Zhu, L. et al. A deep learning based method for extracting semantic information from patent documents.

Scientometrics (2020).
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1. Motivation

Why we discuss the specialty in patent information
extraction?

» employed a series of probabilistic graph models and deep learning
models for patent information extraction;
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1. Motivation

Why we discuss the specialty in patent information
extraction?

» proposed several improved models with the specialty of patent text
In concern.

Failed model 1 Failed model 2 Successful models
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1. Motivation

Why we discuss the specialty in patent information
extraction?

» There are great differences between information extraction from
patent text and generic text.

» Understanding these differences will effectively improve the
performance of patent information extraction.

» Patent information extraction iIs a very big topic, so we only
choose three aspects to share as follows.
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2.1 The particularity of labeled patent dataset

At present, researchers' understanding of the specialty of patent text is
mainly based on subjective judgment and simple investigations, like:

> Patent text follow a specific writing style[2];
» The sentences in patent documents are more lengthy and
syntactically complicated[3];

[2] Risch, J., & Krestel, R. (2019). Domain-specific word embeddings for patent classification. Data Technologies and Applications, 53(1), 108-
122.

[3] Rajshekhar, K., Shalaby, W., & Zadrozny, W. (2016). Analytics in post-grant patent review: possibilities and challenges (preliminary report).
In Proceedings of the American Society for Engineering Management 2016 international annual conference.
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2. Three particularities in Patent Information Extraction

2.1 The particularity of labeled patent dataset

If we want to improve the models for patent information extraction,
the specialty of patent text has to be cleared with data support.

To this end, 7 datasets are collected from different domains.

CPC-2014(EN) | CGP-2017(EN) | TFH-2020(EN) | ConlI-2003(EN) | Wikigold(EN) | NYTC(EN) L1C-2019(ZH)

Reuters Wikipedia New York search
news stories Times results of
Corpus Baidu
Search as
well as
Baidu
Zhidao
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Table 3 The specification of indicators for comparative analysis

indicator formula comment memo
leneth of TN N mdicates the munber of sentences, | Calculate how many words
average length o Al L . .
" g g Lapg = L L;mdicates the length of the i-th | are mcluded m an sentence
sentence
N sentence On average
& of entities per TN 5E Nis the same as above, 5E;indicates | Calculate  how  many
sentemce P 5 avg = — the mumber of entitiez m the ith | entibes are mcluded in an
N sentence sentence on average
8 of q TNE py NE indicates the mumber of entities | Calculate how many words
of words per S EW; . . . . .
it P EWppg = — ! m sentences, EW; imdicates the | are included in an entity on
entity . ) .
. NE mumber ofwords in the i-th entity average
.. . Calculate how  mamy
. N Nis the same asabove, SRindicates ) . y
# of relations per XY SR; ) . .| relation  mentions  are
SR_._ = the manber of relation mentions m | ° )
SEmntence avg N . mcluded in an sentence on
the i-th sentence
average
i it NE NE iz the same as above, | Calculate how many times
entity repetition ‘ o e . .
. . P ER = NE dictinet NE_distinct indicates the mumber of | an entity can appear in the
rate i istine . .
- entities after deduplication COIpUS on average
EE indicates the mumber of relation | Calculate how many times
relation RR = RE mentions in sentences, RE disfine | an relation mention can
repetition rate RE _distinct mdicates the muomber of relation | appear in the corpus on
mentions after deduplication average
i £ NE ?\Tiils met;ame alabm:: l:lEf"ng Meaawe the proportion of
ercentage o NEp gra; mdicates the mmnber of multi-wor B
P g. . EF, gram —gTem i . .. . | phrasetype entitiez in all
ngram entities NE entities, namely ngram entities n

zentences

entities

entity association
rate

100 = INEAWNE NE gssociated,

NE distinct®

NE distinct 13 same as abowve,
NE _pssociated;  indicates  the
number of deduplicated entities that
have common word(s) with the i-th
entity

Meazmwe the connection
between entities by
co-word mechanism, 1i.e.,
thin film head and Femite
head are connected as they
have a common word Helb d




2. Three particularities in Patent Information Extracti

Table 4 The summary of different labeled datasets
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. average # of entities #ofwords | #ofrelations Enﬁr:': . rﬂaﬁ.n.n pernenlaglla?l' Enﬁr}: .
corpus description | length of . repetition repetition ngram entities | assoclation
sentence per sentence per entity per sentence rate rate (9%) rate

Patent full-text

CPC-2014EN) | regardimg biology 233 235 14 3.3 257 1.6
and chemistry
Patent zhstract

CCP-21TEN) {jgiff 219 24 13 0.6 3.7 473 193 0.3
ical scisnes
Patent zhstract

TFHI0EN) %]Em”}f‘lgﬁ i 307 6.1 23 13 28 1.2 755 16
technigues

Conll-2004EN) 1;;‘? news 146 1.7 15 13.3 176 0.06

Wikigold(EN) | Wikipadia 230 21 1.8 — il — 304 0.6

NYTCEN) %;‘;ﬁfﬂmﬁ 10.6 2.2 13 0.4 135 8.0 441 0.04
geztch rasults of

LIC-2019(CTN) E_z'li‘;féiim 30 21 25 13
Fhidao
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2. Three particularities in Patent Information Extraction

2.1 The particularity of labeled patent dataset

Conclusion:

» There exists difference between patent text and generic text;
» There exists significant difference between patent text from

different technical domains;
» Such differences enable the performance of information

extraction model to improve greatly.
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2. Three particularities in Patent Information Extraction

2.1 The particularity of labeled patent dataset

ol
)

» Due to the specialty of TFH-2020, our new model improved the

relation classification by 3.2% in terms of micro-average F1-
value, which Is a remarkable improvement.

micro-average(%o) macro-average(%o) weighted-average(%o)

pre rec F1 pre rec F1 pre rec F1

WGCN 460 460 460 191 18.0 17.5 394 460 410
WLGCN 454 454 454 224 18.1 17.9 394 454 396
BiGRU-HAN 63 4 634 634 420 40.5 41.0 63.0 63 4 63.2
BiGRU-HAN-WGCN 66.7 66.7 66.7 45.8 43.5 44.3 66.3 66.7 66.4
BiGRU-HAN-WLGCN | 66.1 66.1 66.1 453 430 440 65.6 66.1 65.8
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2. Three particularities in Patent Information Extraction

2.2 The particularity of patent word embedding

When deep learning techniques are used for patent information
extraction, a preliminary question Is:

which kind of word embeddings should be used?

Notice! general speaking, patent information extraction is a
domain-specific task

» Use word embedding trained on generic text?
» Use word embedding trained on patent texts from all fields?

» Use word embedding trained on patent texts from the same
technical field?

15



WORD EMBEDDING

GloVe: Trained on generic texts

USPTO-5M: trained with the full-text
of 5.4 million patents

TFH-1010: trained on the full-text of
1010 patents from TFH datasets

TFH-46K: trained on the abstracts of
46,302 patents regarding magnetic
head in hard disk drive

MODEL
Named Entity Recognition
BiLSTM-CRF
— D]
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Relation Extraction
BIGRU-HAN
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2. Three particularities in Patent Information Extraction

Table 5 The summary of NER results for different word embeddings

micro-average

macro-average

weighted-average

Precision (%) | Recall (%) | F1(%) | Precision(%) | Recall (%) | F1 (%) | Precision (%) | Recall (%) | F1 (%)
GloVe 1712 1712 172 66.7 56.0 60.9 78.6 1712 778
USPTO-5M 771 771 771 65.1 33.0 584 778 771 7715
TFH-1010 173 173 173 67.2 342 60.0 791 173 782
MH-46K 78.0 78.0 78.0 630 342 58.6 785 78.0 78.2
Table 6 The summary of BE results for different word embeddings
micro-average macro-average weighted-average
Precision (%) | Recall (%) | F1 (%) | Precision (%) | Recall (%) | F1 (%) | Precision (%) | Recall (%) | F1 (%)
GloVe 220 220 220 356 288 30.0 294 220 890
USPTO-5M 269 269 269 308 35.1 313 59.8 269 281
TFH-1010 §9.1 §9.1 §9.1 342 32.1 32.0 80.7 §9.1 593
MH-46K 879 879 879 316 342 31.6 80.7 g78 28.6

17
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2. Three particularities in Patent Information Extraction

2.2 The particularity of patent word embedding

Conclusion:

» When extract information from patent text in certain domain, the
word embedding trained on corpus from the same domain is
preferable;

» If the scale of such corpus is limited, the addition of texts from
relevant domain will help.
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2. Three particularities in Patent Information Extraction

2.3 The particularity of method in patent information extraction
As state-of-the-art method in information extraction, sentence-
level supervised learning method has 2 sub-classes, namely pipeline

method and joint method.

C Subject ) CPredicate) C Object )

C Object ) (Predicate) C Subject )

4
"= )
4
C Entity pair generation )
4
C NER )
C Patent dataset )

(a) pipeline method

7 §

C sturcture prediction )

C Patent dataset )

(b) joint method 19



2. Three particularities in Patent Information Extracti

© #& lic2019.ccf.org.cn/kg L ¢ ¥ In @

A 2019ESSERERARE

trENMA #HE MR EEURAE IR A B HE TS FriEpay
Rank Model Precision Recall F1 Submit Time
- K12 T 1%] BERT(ensemble)
0.8975 0.3886 0.893 2019/5/20
- [variant bert+multi head selection] (ensemble)
4 0.8962 0.3886 0.8924 2019/5/20
- [ERNIE CTagging + MultiSub Reviewer] (ensemble)
0.8976 0.8852 0.8914 2019/5/20

good luck(ensemble)
4 0.8948 0.8858 0.8903 2019/5/20
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2. Three particularities in Patent Information Extraction

Aside from powerful models, the excellent performance also
comes at the expense of large labeled dataset, which is far beyond the
scale of labeled patent datasets available at present.

LIC-2019 CGP-2017 TFH-2020

# of Instances 210,000 15,739 17,468

So how about the performance of different methods in patent
Information extraction?

21



2. Three particularities in Patent Information Extraction

TFH-2020

{1

Pipeline method

< Subject > (Predicate) ( Object >

4

< BiGRU-HAN >
3

< Entity pair generation )

Z

( BiLSTM-CRF >

7 3

C

Patent dataset

)

4

Joint method

Hybrid Structure of Pointer and Tagging

Com ) () o

Neural Networks

< Convolution layer >
< BiLSTM layer )

Word embedding &
Position embedding &
Relation type embedding

4

( Patent dataset >
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2. Three particularities in Patent Information Extraction
The experimental results

0.6 | pre
s rec
0.5 mm fl
0.4
0.3
0.2
0.1 i
0.0
man mea
Fig.7 Result of pipeline method for information extraction
0.5 mEmm pre
s rec
0.4 s fl
0.3
0.2
0.1
spa par cau ope mad ins att gen pur man ali for com mea oth

Fig.8 Result of joint method for information extraction
23
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2. Three particularities in Patent Information Extraction

2.3 The particularity of method in patent information extraction

In our opinion, there are two reasons behind:

(1) as same as pipeline method, the performance of joint method is
severely affected by the number of entities in sentences;

(2) Furthermore, the performance of joint method is severely
affected by the size of training set size.

24



2. Three particularities in Patent Information Extraction

How the size of training set affect the performance of HSPT( a joint model

1.0

—— Precision
0.9 Recall
0.8 Fl-value o - — @O

0.7{ /

06{/ —
0.5 ;'#
0.4/
0.3
0.2

0.1

0.05 25000 50000 75000 100000 125000 150000 175000

size of training set

Fig.9 The performance of joint model with different size of training set
25



3. Conclusion

In this paper, we discuss the particularity in patent information
extraction in three aspects:

(1) Labeled dataset;
(2) Word embedding;
(3) Organization of sub-tasks in information extraction

We realize some conclusions in this paper are obtained only
considering a few sample data considering simple metrics. However,
given the scarcity of patent labeled dataset publicly available so far,
this 1s what we can get with data support.

26
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